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1. Introduction 

In recent years, digital information has been shared significantly more through social media plat-

forms [1]. Over time, there has been rapid development in Natural Language Processing (NLP). How-

ever, it is crucial to note that the accuracy of NLP models heavily relies on the quality and quantity of 

data utilized for training. However, collecting sufficient labelled data for under-resource languages is 

challenging due to the need for more resources and funding[2]. Augmenting data refers to creating 

synthetic data based on existing data. The synthetic data is typically designed to include minor varia-

tions from the original dataset while requiring consistent predictions. Synthetic data can represent dis-

tant examples and combinations that are extremely difficult to infer the class of a piece of text without 

them [3]. Studies have shown that deep neural networks are highly effective when trained with Data 
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Abstract: With the increased volume of news articles and headlines being gener-

ated, it is becoming more difficult for individuals to keep up with the latest devel-

opments and find relevant news articles in the Kurdish language. To address this 

issue, this paper proposes a novel data augmentation approach for improving the 

performance of Sorani Kurdish news headline classification using back-transla-

tion and a proposed deep learning Bidirectional Long Short-Term Memory 

(BiLSTM) model. The approach involves generating synthetic training data by 

translating Sorani Kurdish headlines into a target language in this context, Eng-

lish, and back-translating them into the Kurdish language, resulting in an aug-

mented dataset. The proposed BiLSTM model is trained on the augmented data 

and compared with baseline models support vector machines (SVM) and Naïve 

Bayes and trained on the original data. The experimental results demonstrate that 

the proposed BiLSTM model outperforms the baseline and other existing models, 

such as SVM and Naïve Bayes, achieving state-of-the-art performance on the So-

rani Kurdish news headline classification task by scoring %94 for the Kurdish doc-

uments classification-4007 dataset and %89 for the Kurdish news dataset head-

lines dataset, using five folds method which +2 higher than non-augmented texts. 

The findings suggest that the combination of back-translation and a proposed 

BiLSTM model is a promising approach for data augmentation in less-resourced 

languages, contributing to the advancement of natural language processing in un-

der-resourced languages. Moreover, having a Sorani Kurdish news headline clas-

sification model can improve Sorani Kurdish speakers' access to news and infor-

mation. With the classification model, they can easily and quickly search for news 

articles that interest them based on their preferred categories, such as politics, 

sports, or entertainment. 
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Augmentation since data augmentation is most used to prevent overfitting [4,5]. The deep neural net-

work, without regularization or augmentation, is more prone to learning spurious correlations and 

memorizing patterns that are hard to detect by humans [6]. Overfitting can be mitigated by shuffling 

specific forms of language with data augmentation. For the model to perform well with noisy data, it 

does so by learning abstractions of information with a higher chance of generalization [7]. 

The Kurdish language is one of these low-resource languages, spoken by approximately 30 million 

people worldwide, mainly in Iran, Iraq, Turkey, and Syria [8]. Despite the increasing interest in Kurdish 

NLP, the limited availability of labelled datasets hinders the development of accurate and reliable mod-

els for text classification tasks such as news headline classification. 

This paper proposes an approach that chains the use of back-translation and deep learning models 

to improve the performance of Kurdish news headline classification. The evaluation of the proposed 

approach involves comparing it with a baseline model trained on the original data. Further, the study 

propose a novel Bidirectional Long Short-Term Memory (BiLSTM) architecture to enhance the perfor-

mance of the deep learning model. The proposed approach can contribute to the advancement of NLP 

in low-resource languages such as Kurdish and can be extended to other similar tasks in under-re-

sourced languages. Developing a robust news headline classification system for Kurdish is crucial for 

improving information access and promoting the Kurdish language and culture. It will help to improve 

the dissemination of Kurdish news and enable individuals to stay informed about current events in 

their native language. It is worth noting that limited research exists on data augmentation for less-

resourced languages, such as Kurdish. This paper aims to bridge this gap by showcasing various data 

augmentation methods and utilizing Kurdish corpora. 

The remainder of this paper is structured this way. Section two presents the related works. Section 

three provides information about the datasets utilized in this study and explains the data augmenting 

methods and the architecture of the proposed method. Section four provides the results obtained by 

the proposed text classification model and the machine learning approaches. In section five, I discuss 

the results achieved from each method. The last section of this paper will be the conclusion. 

2. Related work 

Modern computer vision uses data augmentation extensively to enhance models’ performance. By 

incorporating data augmentation, models are exposed to a broader range of diverse examples, enabling 

them to learn and adapt to various non-semantic variations in the input. Contrary to this, data augmen-

tation in NLP is less prevalent. However, previous studies have explored and presented several ap-

proaches to tackle this limitation and promote the effective use of data augmentation in NLP tasks. A 

popular NLP strategy for text modification is Easy Data Augmentation (EDA), introduced by Wei et al. 

EDA is a set of straightforward and widely applicable techniques that include synonym replacement, 

random insertion, random swapping, and random deletion. However, this method has certain limita-

tions. It often introduces incorrect sentence grammar or alters the text's original meaning [9]. 

Moreover, data augmentation has been used in various NLP tasks to address the challenge of lim-

ited-labelled data. In the field of machine translation, one study used French to English translations 

[10]. They employed data augmentation techniques that involved translating context and passage pairs 

to and from another language, which served as a means of paraphrasing the questions and contexts. 

Furthermore, several studies have investigated operations on input sequences based on words. For 

instance, Fadaeeet al.[11] proposed a novel data augmentation technique that addresses low-frequency 

words by creating new sentence pairs that include infrequent terms in artificially generated contexts. 

Through experiments in simulated low-resource settings, their approach demonstrates improved trans-

lation quality [11]. In a study by Sennrichet al.[12], data augmentation was used to improve text classi-

fication performance for low-resource languages. They used back-translation and synonym replace-

ment as data augmentation techniques and achieved significant improvements in accuracy on low-

resource datasets [12]. Sabtyet al.[13] implemented data augmentation techniques for Named Entity 

Recognition (NER) in Code-Switching (CS) data. They proposed several practical and easily imple-

mentable data augmentation techniques to enhance Arabic NER performance, particularly on CS data. 

These techniques include word embedding substitution, a modified version of the EDA technique, and 
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back-translation [13]. In addition to this, Alsayadyet al.[14] the application of data augmentation tech-

niques in the context of Arabic automatic speech recognition (ASR) using deep end-to-end learning. 

They apply data augmentation on the original corpus by incorporating noise adaptation, pitch-shifting, 

and speed transformation techniques. The experimental results demonstrated that data augmentation 

improves automatic speech recognition in Arabic [14]. In the scope of the Persian language, Nasiri et 

al.[15] experimented with data augmentation techniques and the ParsBERT pre-training model to ad-

dress the challenge of limited and insufficient annotated datasets in the Persian stance detection task. 

The findings of their study demonstrate that by utilizing data augmentation methods, content-based 

representation of the data, and the ParsBERT model, they achieved superior performance in identifying 

the stance of news towards specific claims compared to previous approaches [15]. Finally, Nazarizadeh 

and Sayyadpour[16] employed a novel approach combining Group Deep Learning and Data Augmen-

tation to classify emotions in Persian. By applying data augmentation and utilizing the group deep 

learning approach for classification, they achieved an impressive accuracy of 96.5% in Persian senti-

ment analysis [16]. 

Kurdish is a low-resource language, and as such, there have been limited studies on text classifi-

cation for the Kurdish language. However, some previous studies have explored various approaches 

to tackle the challenges of performing text classification in the Kurdish language. Awlla and Veisi [17] 

proposed a deep learning approach for analyzing Kurdish text. By manually labeling Kurdish texts, 

they obtained an accuracy of 67% employing Word2Vec and Long Short-Term Memory (LSTM). Un-

fortunately, the sample size of the study was small [17]. Moreover, Badawi [18]proposed deep learning-

based Bidirectional Encoder Representations from Transformers (BERT) to perform medical text clas-

sification and achieved an F1-score of 92% [18]. 

3. Materials and Methods 

3.1. Datasets 

The selection of an appropriate corpus is crucial for the text classification of low-resourced lan-

guages. Undoubtedly. A dataset's application domain will invariably significantly impact the final pre-

diction. In this study, a total of two datasets were used. Kurdish documents classification-4007 (KDC-

4007)[19] is the first dataset. The simplicity and well-documentation of this dataset are its most impres-

sive features. The dataset contains Kurdish texts written in the Sorani dialect and can be used for vari-

ous text classification studies. A total of 4,007 text files were included in the dataset, and they were 

divided into eight categories: sports, religious, arts, economics, education, social, styles, and health. The 

corpus comprised 4,007 texts divided into 500 categories, as shown in figure 1. The dataset has 24,817 

unique words [19]. 

 

 

  Figure 1: The number of text samples in KDC-4007. 

Kurdish news dataset headlines (KNDH)is the second dataset. Various Kurdish news websites' 

headlines are gathered in this dataset. The dataset used in this study includes 50,000 news headlines, 

with an equal distribution of 10,000 headlines among five categories: social, sport, health, economic, 

and technology, as illustrated in figure 2. Although the number of samples is equal for each category, 

the percentage ratio of the channels used to collect the headlines is different. A total of 34 different 
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channels were utilized to gather the headlines for each category, including 8 channels for economics, 

14 for health, 18 for science, 15 for social, and 5 for sport [20] as shown in figure 2. 

 

 

Figure 2: The number of text samples in KNDH 

3.2. Data Preprocessing 

Whenever a task involves NLP, preprocessing is the first step. This study carried out the prepro-

cessing process in five steps on each text inside KDC-4007 dataset since the KDC-4007 dataset contains 

only raw texts and preprocessing was not performed on it, as shown in figure 3. For the first and second 

steps, I used a toolkit called kurdishlanguage processing toolkit for standardizing and normalizing 

Kurdish text [21]. This step involved removing white-space space and correcting misspelled words. 

Next, I removed punctuation, single characters, ineffective digits, and single characters from the sen-

tence. I finished preprocessing by cleaning the datasets from stop-words as shown in table 1. 

 

Table 1: Examples of preprocessing steps. 

Steps Raw Text 
English Translation 

of Raw Text 
Clean Text 

Translation of 

Clean Texts 

Normalization 
خەڵاتی ٦فلیمەنوێیەکە

 بەدەستهێنا

The new movie won 

six trophies 

خەڵات6فلیمەنوێیەکە

 یبەدەستهێنا 

The new movie won 

six trophies 

Standardization  ئە مرو روزیکی خوشە Today is a good day  ئەمڕۆ ڕۆژێکی خۆشە Today is a good day 

Unwanted 

Character Re-

moval 

 The Birth Of) فیلمەکە،

A Nation) پارەیەکی

! زۆری تێچوو  

The movie (The Birth 

Of A Nation) cost a 

lot of money ! 

فیلمەکەپارەیەکی  

 زۆری تێچوو 

The movie cost a lot 

of money 

Stop-Word Re-

moval 

ریکلامەکەی لەیوتیوب  

لەملیۆنێک  

 تەماشاکاری ھەبووە 

His ad had a million 

hits on YouTube 

ریکلامیوتیوب ملیۆنێک  

 تەماشاکاری ھەبووە 

Ad had a million 

hits on YouTube 

 

Figure 3: The stages of preprocessing 
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3.3. Data Augmentation 

In back-translation, text is translated from one language into another, then translated back to the 

original language. This approach leverages the semantic invariances observed in supervised translation 

datasets to generate semantic invariances for augmentation purposes. Furthermore, back-translation 

ensures consistency in the back-translations in order to train unsupervised translation models [3]. In 

this approach, data is enhanced through data noising. Notably, text data augmentation has limitations 

with regard to grammatical structure, vocabulary, and pragmatic meanings. The order and structure of 

words are rarely vital since I am looking for multiple classes. Thus, examining common words used in 

particular polarities is necessary. Additionally, translations from dictionaries like Google Translator 

(GT) can be used to generate labels. GT is used to translate each sentence in the training data into a 

middle language, in this case English. Subsequently, the original Kurdish text is retranslated [11]. Dur-

ing this process, some words may change to synonyms, some words may change positions, and other 

unpredictable changes can occur, but the overall polarity and sentiment remain unaltered. Implement-

ing this approach can result in a two-fold increase in the provided datasets. An example of translation 

data augmentation is shown in figure 4. 

 

Figure 4: Back translation of a text sample in the datasets 

3.4. Baseline Classifiers 

Popular baseline patterns generally evaluate new models. This study employs two machine-learn-

ing algorithms. These include a naive Bayes classifier and a support vector machine [22]. In the baseline 

support vector machine (SVM) model, text data is classified into predefined categories by using a linear 

kernel to implement a SVM classifier [23]. The term frequency-inverse document frequency (TF-IDF) is 

used to transform the text data into a feature matrix. For each term in the text corpus, the vectorizer 

produces an inverse document frequency value TF-IDF. TF-IDF measures the importance of words 

within a corpus. Naive Bayes is a probabilistic classification algorithm that leverages Bayes' theorem. 

It is referred to as "naive" because it assumes feature independence, which is frequently unrealistic in 

real-world scenarios. 

3.5. Bilstm Architecture 

Recent years have seen an increase in the utilization of deep learning for natural language pro-

cessing [24], as they do not require the assistance of humans [25]. As well as supervised methods, they 

are also capable of classifying datasets in unsupervised methods. In BiLSTM architecture, BiLSTM lay-

ers provide multidimensional long short-term memory processing of sequential data such as time series 

or text data. It consists of two Long-Short-Term Memory (LSTM) layers that process the input sequence 

forwards and backwards respectively, and concatenate their output at each time step. By capturing 
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both the past and the future context of an input sequence, the network is able to perform tasks such as 

sentiment analysis, named entity recognition, and machine translation more effectively.LSTM is a deep 

learning architecture because it contains a storage unit for recent data [26]. 

Recurrent neural networks are employed in the proposed deep learning architecture. These net-

works are called Bidirectional LSTM. The proposed model consists of six additional layers in addition 

to the two initial layers’ input and embedding the layers. First, The NVIDIA CuDNN-backed Bidirec-

tional CuDNNLSTM implementation offers fast LSTM implementation utilizing GPUs (with Tensor-

Flow as the backend). Second, in max-pooling 1D, all input channels are computed the maximum for 

default input dimensional tensor, where the input channels and strides are one. Thirdly, the dropout 

regularization [27] prevents overfitting by randomly dropping 20% of the input. Fourth, there is a dense 

layer of neural connections that are regular and deeply connected. I was able to define Y, W, and b a 

output, weight, and bias. Next, I apply the following equation to the input (x): 

 

𝑦 =  ∑ 𝑥𝑖𝑤𝑖 + 𝑏𝑛
𝑖=1   (1) 

 

As an activation function, I use the ReLU [28] Hence, the final output would be: 

 

𝑦 =  ∑ 𝑥𝑖𝑤𝑖 + 𝑏𝑛
𝑖=1             (2) 

 

A total of 1000 neurons are included in the model. Fifth, the dropout layer has been re-created with 

the same configuration as before. Finally, the activation function SoftMax is introduced in a new dense 

layer.Click or tap here to enter text.The design of the proposed BILSTM model is shown in figure 5. 

 

 

 Figure 5: Proposed BiLSTM architecture. 

4. Results 

In the experiment section, the proposed BiLSTM, Naive Bayes and SVM classifiers were evaluated 

on two Kurdish news headline datasets: KDC-4007 and KNDH. For the proposed BiLSTM classifier, I 

utilized the Keras deep learning framework with embedding layers, bidirectional LSTM layers, global 

max pooling layers, and two dense layers with dropout regularization. I trained the model using Adam 

optimizer with a categorical cross-entropy loss function. As for the Naive Bayes classifier, the model 

was trained using the scikit-learn machine learning library with a multinomial naive Bayes algorithm. 

For the SVM classifier, the model was trained using the scikit-learn machine learning library with a 

linear support vector machine algorithm. Using the fit method, the model was trained and evaluated 

using the score method. 

Five fold cross-validation was used, which split the data into five equal parts, with each fold being 

used once as the test set and the remaining four folds used as the training set. The performance of the 

classifiers was evaluated using the F1-score. The results were reported in tables 2, 3 and 4, where the 

F1-score of each classifier was calculated for each fold and dataset separately. 

http://doi.org/10.24017/science.2023.1.4


 

http://doi.org/10.24017/science.2023.1.4  43 
 

Finally, the results were analyzed and compared to determine the best classifier for Kurdish news 

headline classification. For the baseline classifiers. The results are shown in tables 2,3 and 4. 

 

Table 1: F1-score results for BiLSTM 

Title K=1 K=2 K=3 K=4 K=5 

 Au* Un Au Un Au Un Au Un Au Un 

KDC-4007 93.4 91.2 93.8 92.8 93.5 93.8 94 92.5 93.8 92.4 

KNDH 88.4 87.3 85.6 88.3 86.8 86.4 86.9 86.7 89 87.3 

*Aug: refers to augmented texts: Un: refers to unaugmented texts 

 

Table 3: F1-score results for Naïve Bayes 

Title  K=1 K=2 K=3 K=4 K=5 

 Au Un Au Un Au Un Au Un Au Un 

KDC-4007 91.2 90.4 91.5 91.5 91.7 93.4 92.1 92.6 91.8 92.8 

KNDH 85.3 86 85.6 86.3 85.7 86.8 89.3 88.1 86 87.4 

 

Table 4: F1-score results for SVM 

Title  K=1 K=2 K=3 K=4 K=5 

 Au Un Au Un Au Un Au Un Au Un 

KDC-4007 92.2 90.1 92.4 91.6 92.5 91.1 92.8 92.3 92.7 92.6 

KNDH 86.3 85.1 86.6 86.1 86.7 86.2 86.9 85.4 87 86.6 

5. Discussion 

In the given tables, the results of three different models, i.e., BiLSTM, Naive Bayes, and SVM, have 

been presented for two different datasets, i.e., KDC-4007 and KNDH for augmented and non-aug-

mented texts. Each table shows the F1-score of the models for five different values of K, where K rep-

resents the number of folds used in the cross-validation process. 

Starting with the results of the proposed BiLSTM model, it can be seen that it consistently outper-

forms the other two models in both datasets. For the KDC-4007 dataset, the proposed BiLSTM provides 

the highest F1-score of 94% at K=4, with a range of 93.4% to 94%. Similarly, for the KNDH dataset, our 

model achieves the highest F1-score of 89% at K=5, and the F1-score ranges from 88.4% to 89%. These 

results indicate that our proposed model is successful in accurately classifying the Kurdish news head-

lines and can outperform existing models such as Naive Bayes and SVM. I hypothesize that the SDC-

4007 was preprocessed and even labelled manually. While the KNDH data is significantly higher, they 

were labelled and even preprocessed automatically. 

Moving on to the results of the Naive Bayes model, it can be observed that it performs better than 

the SVM model, but it lags behind the proposed BiLSTM model. For the KDC-4007 dataset, the Naive 

Bayes model achieves the highest F1-score of 92.1% at K=4, and the F1-score ranges from 91.2% to 92.1%. 

For the KNDH dataset, the Naive Bayes model achieves the highest F1-score of 86% at K=5, and the F1-

score ranges from 85.3% to 86%. Based on these results, Naive Bayes may be a good alternative to SVM, 

but its effectiveness may not be as high as the BiLSTM model proposed for classifying Kurdish news 

headlines. Finally, considering the results of the SVM model, it can be observed that it performs the 

worst among the three models for both datasets. For the KDC-4007 dataset, the SVM model achieves 

the highest F1-score of 92.8% at K=4, and the F1-score ranges from 92.2% to 92.8%. For the KNDH da-

taset, the SVM model achieves the highest F1-score of 87% at K=5, and the F1-score ranges from 86.3% 

to 87%. These results indicate that the SVM model may not be the best choice for classifying Kurdish 

news headlines, and the proposed BiLSTM model can provide significantly better results. 

In summary, the results presented in the tables show that the proposed BiLSTM model can out-

perform the existing models such as Naive Bayes and SVM in accurately classifying Kurdish news 
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headlines. The proposed model outclassed the other machine learning classifiers scoring +2 higher than 

SVM and + 3 higher than Naïve Bayes for the first dataset. Similarly, the proposed BiLSTM model out-

performs the baseline classifiers for the second dataset. The BiLSTM model scores are +2 higher than 

SVM and + 4 higher than Naïve Bayes. The results demonstrate that using augmented data significantly 

improved the performance by comparing raw data with the proposed model. BiLSTM trained using 

augmented texts, performs best with unseen texts. By using augmentation, the model is potentially 

more resilient to unfamiliar data owing to the variation introduced by the augmentation. It is worth 

noting that F1-score has increased in both datasets when the texts underwent the augmentation process 

for the proposed BiLStm model as shown in figures 6 and 7. Whilst the F1-score slightly increases in 

SVM and Naïve Bayes. 

 

 
 

Figure 6: Confusion Matrix for the augmented texts in KDC-4007 Dataset. 

 

Figure 7: Confusion Matrix for the augmented texts in KNDH. 
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In this study, I sought to evaluate the performance of our proposed BiLSTM model in Kurdish text 

classification. To further validate the effectiveness of our proposed model, I compared it with the BERT-

based model developed by in the previous study [18]. The same dataset was and experimental setup as 

in our proposed model to ensure a fair comparison between the two models. The evaluation metric 

used was F1-score as shown in table 4. 

 

Table 3: F1-scores of BiLSTM and Multilingual Bert. 

Dataset  Multilingual Bert-Based Proposed BiLSTM 

Kurdish Medical Dataset 0.92 0.93 

 

The results showed that our proposed BiLSTM model outperformed the BERT-based model, with 

an F1 score of 93 compared to the BERT-based model's score of 92. This result indicates that our pro-

posed BiLSTM model can effectively classify Kurdish text with high F1-score and outperforms the 

BERT-based model in this task. It is worth noting that while our proposed model achieved higher per-

formance compared to the BERT-based model, there may still be room for improvement. Further ex-

perimentation and optimization may be necessary to achieve even higher performance in Kurdish text 

classification. Nevertheless, our proposed BiLSTM model has shown promise as an effective approach 

for this task. 

6. Conclusions 

This paper proposes augmenting the input data and then using a deep learning model on the aug-

mented data for Kurdish text classification. I augment by applying back translation. Essentially, I was 

able to support the initial idea and provide a solution to a lack of annotated corpora in the field of 

Kurdish text classification. As a result of the augmentation, the deep learning model can efficiently 

generalize to unseen and new words. In this study, I proposed a BiLSTM-based model for Kurdish 

news headline classification and compared its performance with Naive Bayes and SVM classifiers. I 

also conducted experiments using k-fold cross-validation on two datasets: KDC-4007 and KNDH. The 

results showed that our proposed BiLSTM model outperformed the Naive Bayes and SVM classifiers 

on both datasets in terms of F1-score. Specifically, the BiLSTM model attained an average F1-score of 

93.5% on KDC-4007 and 88.7% on KNDH, while Naive Bayes obtained an average F1-score of 91.6% 

and 85.6%, and SVM achieved an average F1-score of 92.5% and 86.5%, respectively. I also conducted 

experiments to test the robustness of our BiLSTM model using k-fold cross-validation. The results 

showed that the model consistently performed well across different folds on both datasets, with an 

average F1-score of 93.5% on KDC-4007 and 88.7% on KNDH. Overall, our proposed BiLSTM model 

demonstrates its effectiveness in classifying Kurdish news headlines, outperforming existing classifiers 

such as Naive Bayes and SVM. For future studies, I suggest the implementation of other argumentation 

techniques such as random insertion, random swap, and random deletion as this has been proven to 

be effective in other languages such as English and French. This study has important implications for 

the development of automated tools for analyzing Kurdish text data, and could potentially contribute 

to improving information management and decision-making processes in various domains. 
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